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Abstract

After the war began with the special demand economy in the early 1950’s, Japan was followed by a reactionary recession and repeated business cycles such as the “izanami economy” and the “Global Financial Crisis.” In this study, we attempt to analyze the investors’ behavior behind these business cycles by analyzing TOPIX price movements from 1954 to 2016 using simple data mining methods.

We use the gradient boosting decision tree (GBDT) as the data mining method to analyze TOPIX price movements; this method can analyze mixed distribution. Furthermore, as a method to detect the change in investors’ behavior, we optimize the analyzing period of the data mining process by considering only the fluctuation in the monthly TOPIX price and the standard deviation of the daily price within the month.

The academic contributions of this paper are 1) showing the existence of a long-term investors’ behavior over the business cycle; 2) pointing out the existence of anomaly where stock prices can be predicted in multiple markets; and 3) pointing out the importance of the non-time-series analysis of stock prices.

1) The relationship between the identified training period and the business cycles studied by previous researches, and 2) whether the prediction ability found this time will continue, are left as future research issues.
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1 Introduction

After the war began with the special demand economy in the early 1950’s, Japan was followed by a reactionary recession and repeated business cycles such as the “izanami economy” and the “Global Financial Crisis.” In this study, we attempt to analyze the investors’ behavior behind these business cycles by analyzing TOPIX price movements from 1954 to 2016 using simple data mining methods.

We use the gradient boosting decision tree (GBDT) as the data mining method to analyze TOPIX price movements; this method can analyze mixed distribution. Furthermore, as a method to detect the change in investors’ behavior, we optimize the analyzing period of the data mining process by considering only the fluctuation in the monthly TOPIX price and the standard deviation of the daily price within the month. The characteristics of this simple analysis are: 1) non-time series data representation; 2) use of method that can handle mixed distribution; and 3) optimization of the training period. Although this analysis uses only past price information, the experimental results demonstrate its ability to stably predict the future price of representative indexes.

Here, an important byproduct is the training period used to create the prediction model. This period suggests the existence of a long-term investors’ behavior over the business cycle based on the business standard date that the Cabinet Office, Government of Japan defines [1]. Therefore, the academic contributions of this paper are 1) showing the existence of a long-term investors’ behavior over the business cycle; 2) pointing out the existence of anomaly where stock prices can be predicted in multiple markets; and 3) pointing out the importance of non-time-series analysis of stock prices.

The remainder of this paper is organized as follows. Section 2 presents a survey of existing approaches and analyzes their limitations in clarifying the characteristics of the method used in this research. Section 3 describes the data representation and method for analysis using the experimental results, and Section 4 shows 1) the existence of a long-term investors’ behavior over the business cycle, and 2) an analysis of why the data mining method used in this study has not been reported to date. Finally, Section 5 summarizes our findings.

2 Related Works

2.1 Business Cycles in Japan

The Cabinet Office, Government of Japan defines the business cycle by considering major economic indicators [1]. Ogawa and Kitasaka quantitatively analyzed the formation and collapse of Japan’s economic bubble from late 1980 to 1990s [2], and Miyao analyzed inter-dependencies among macro variables such as supply and demand gap, productivity, inflation rate, and stock price, using a vector auto-regression (VAR) approach [3]. These studies analyze the characteristics of the business cycle based on the major economic indicators.

In this paper, we quantitatively analyze the characteristics of investors’ behavior over the business cycle based on the stock price information only. Although our approach cannot analyze the movement of the entire economy, it can be characterized by the analysis focusing on the stock price.
Watanabe [4] and Otsuka [5] use the Markov Switching Model. Watanabe quantitatively analyzed the structural change in business cycles using the Indexes of Business Condition defined by The Cabinet Office, Government of Japan [4]. Otsuka carried out a quantitative analysis of the regional business cycle and the spatial interaction among the regions using the regional indices of industrial production (IIP), published by the Ministry of Economy, Trade and Industry [5].

Their Markov switching models have variables that represent structure of economy. Our approach does not have such variables. However, the optimization of the training period and the generation of independent models on each training period enable us to analyze the investors’ behavioral changes in our study.

2.2 Stock price analysis

In our study, prediction of future stock price is the key of the investors’ behavior analysis. We use a simple prediction method for stock prices. Here, the widely accepted efficient market hypothesis (EMH [6]) entails the unpredictability of future stock prices. Although several studies have challenged this hypothesis, to date no one has reported a predictive model that yields a stable return over 16 years from price information alone. Time-series analysis using, for instance, auto regression (AR) and moving average (MA) [7], is the standard method used for analyzing market data. The results of a survey used to develop the present study found that the EMH, to which the unpredictability of future stock prices is foundational, is widely accepted and that there is no currently accepted method for predicting future prices solely from past prices (for details on the survey, see [8, 9]).

However, some researchers have challenged the underlying EMH assumption that it is difficult to predict future prices (see, e.g., [10, 11, 12, 13, 14, 15, 16, 17]). For example, [10] and [12] analyzed the relationship between individual stock returns and order imbalance using, respectively, extracted prediction rules and performed regression modeling. However, to date no one has reported a predictive model that can yield a stable return over 16 years based solely on price information.

Risk-based portfolios that consider the difficulty of predicting future stock prices, such as minimum variable (MV), risk parity (RP), and maximum dispersion (MD), are attracting attention from practitioners and have been shown (e.g., [18]) to outperform traditional portfolios that attempt to predict future prices [19].

Information symmetry is an important assumption of EMH, and some researchers are attempting to exploit this asymmetry to challenge EMH using social network services (SNS) and news data (e.g., [20, 21, 22, 23, 24]). Such studies seek to analyze the processing of information through SNS and news feeds to find situations in which information asymmetry is present.

Past research [25] shows that simple analysis of high-frequency trading order book information can be used to classify short-term stock price fluctuations with an accuracy of 82.9%, although the method was found to be inapplicable for monthly stock price fluctuations.

In this study, we demonstrate a simple method for analyzing prices that can be used to predict future stock prices. Back-testing of this method against representative indexes over a window of 16 years demonstrates the validity of the methodology, i.e., non-time-series analysis of stock prices.
The important byproduct of this method is the training period used to create the prediction model. The use of the method that has long stable predictability enables us analyzing investors’ behavior from 1954 to 2016 through found periods. These periods seem to suggest the existence of a long-term investors’ behavior over the business cycle.

3 Non-Time Series Analysis

This section explains the data mining method used in this study with the experimental results obtained using TOPIX data. Further discussion based on additional experimental results is then presented in Section 4.

3.1 Data Representation

We use the following simple vector representation, $v_t$, of the data:

$$
\begin{align*}
p_{t,d} &= \text{Price of stock on } d\text{-th day of month } t \nonumber \\
p_t &= \text{Price of stock on last day of month } t \nonumber \\
d_t &= (p_t - p_{t-1})/p_{t-1} \nonumber \\
d_{2,t} &= (d_t + 1) * (d_{t-1} + 1) \nonumber \\
d_{3,t} &= (d_t + 1) * (d_{t-1} + 1) * (d_{t-2} + 1) \nonumber \\
s_t &= \sqrt{\frac{\text{last day of month } t \sum_{d=1}^{d_{t}} (p_{t,d}/p_{t-1} - 1)^2}{\text{number of days of month } t}} \nonumber \\
v_t &= (d_t, s_t, d_{t-1}, d_{2,t}, s_{t-1}) \nonumber \\
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\end{align*}
$$

where $p_t$ is the stock price of month $t$, $d_t$ is the price fluctuation between the current and the previous month, $s_t$ is the standard deviation of the daily stock price in month $t$, and $d_{n,t}$ is the price fluctuation over $n$ months.

Although this vector representation is simple and naive, it is quite different from the standard method of data representation used in conventional time series analysis (see Figure 1). Conventional methods apply linear differential equations such as

$$
y_t = c + \sum_{i=1}^{p} \phi_i y_{t-i} + \epsilon_t + \sum_{j=1}^{q} \theta_j \epsilon_{t-j}
$$

and $\phi_i$ and $\theta_j$ are used to represent the relationship between data such as $y_t$ and $y_{t-p}$ or $y_{t-q}$ based on the assumption that the continuous states from time $t-p$ or $q$ to $t-1$ contain information that can be used to predict states at time $t$. By tuning $\phi$, $\theta$, and $C$, the linear differential equation can be applied as a prediction model of $y_t$ from continuous past states.

The vector representation used in this study diverges from conventional approaches in that it assumes that discrete time points contain the necessary predictive information and that this information can be obtained using data mining methods. Although this method uses a data structure similar to those used in conventional time series analysis, its novel modeling mechanism enables the use of discrete time-point information.
Algorithm 1 estimates a future stock price fluctuation $d_{t+1}$ based on previous stock price information, $v_t$, by selecting the training period length $i$ (months) that produces a maximum correlation between past data $d_t$ and estimated data $e_t$ of length $test$ (line 11), where $test$ is a tuning parameter that specifies the length of the test period used to calculate correlation. Based on the results of initial testing, we eventually selected a value of $test = 12$. We also set the maximum training period $i$ to 300 under the assumption that 25 years is a sufficient time window for analyzing the investors’ behavior. Using previous stock price information from time $v_{t-i}$ to $v_t$, the algorithm constructs a prediction model $m$ (line 15), and finally, it returns $m(v_t)$ as its prediction results (line 16).

The value of $i$ that gives a maximum correlation between $d_t$ and $e_t$ is found by the SELECT function, which iterates $i$ from one up to its maximum value, constructing models $m$ up to the maximum length for each iterated value of $i$ (line 7) from which estimates of the price fluctuation $e_t$ are obtained (line 8). Here, the variable $j$ ($1 \leq j \leq test$, line 6) specifies the time of analysis using the training data of length $i$. Finally, the value of $i$ corresponding to the maximum correlation between the actual data $d_t$ of length $test$ and the estimated data $e_t$ is selected.

Note that this algorithm uses the data for period $i + 1$ to produce the final model $m$ (line 15). Because the investors’ behavior is evolving, data that are too old should not be used for constructing the estimate $e$ of future $d_t$; however, it can be assumed that their behavior is evolving slowly enough to justify using the relationship in the current month to project the relationship in the succeeding month; in other words, if $i$ is optimal for estimating $d_t$, $i + 1$ will be close to optimal for estimating $d_{t+1}$.
Algorithm 1 Non-Time Series Analysis

1: function Model\( (d, v) \)
2: \hspace{1em} return Model for estimating \( d_t \) from \( v_{t-1} \)
3: end function

4: function Select\( (d, v) \)
5: \hspace{1em} for \( i \) in \([1:\text{length}(d)-\text{test}]\) do
6: \hspace{2em} for \( j \) in \([1:\text{test}]\) do
7: \hspace{3em} \( m = \text{MODEL}(d[i \text{ data of length } j], v[i \text{ data of length } j]) \)
8: \hspace{3em} \( e[i, j] = m(v[j]) \)
9: \hspace{2em} end for
10: \hspace{1em} end for
11: \hspace{1em} return \( i \) that gives max correlation between \( d[t-\text{test}+1:t] \) and \( e[i,1:\text{test}] \)
12: end function

13: function Estimate\( (d, v) \)
14: \hspace{1em} \( i = \text{SELECT}(d, v) \)
15: \hspace{1em} \( m = \text{MODEL}(d[i \text{ last part of length } i+1], v[i \text{ last part of length } i+1]) \)
16: \hspace{1em} return \( m(v_t) \) \hspace{1em} \( \triangleright \) i.e., return estimation of \( d_{t+1} \)
17: end function

3.3 Experimental results on TOPIX

Our experimental investment strategy is simple: we buy if the estimated \( e_{t+1} \) is positive and sell if \( e_{t+1} \) is negative (See Algorithm 2). Figure 2 shows the results obtained by applying the proposed method to TOPIX data acquired from a Bloomberg terminal. The top graph, in which the X-axis is the month and the Y-axis is the selected period, shows the selected training period \( i \). The graph directly below shows the correlation between the real data \( d_{t+11} \) and the estimated results \( e_{t+11} \). To calculate the correlation at time \( t \), data from \( t \) to \( t + 11 \) were used, as described above. The third graph down shows the accuracy, where the accuracy at \( t \) is obtained using data from \( t \) to \( t + 11 \), and the bottom graph shows the results of investment.

Algorithm 2 Investment strategy

1: procedure Investment\( \text{ step}(d, v) \)
2: \hspace{1em} \( e_{t+1} = \text{ESTIMATE}(d, v) \)
3: \hspace{1em} if \( e_{t+1} > 0 \) then
4: \hspace{2em} Buy
5: \hspace{1em} else
6: \hspace{2em} Sell
7: \hspace{1em} end if
8: end procedure
Figure 2: Results obtained using TOPIX
Figure 3: Changing the Optimal Training Period

Here, a gradient boosting decision tree (GBDT)\(^1\) is applied as the learner, with \(d_t\), the price fluctuation between the current and previous month, and \(s_t\), the standard deviation, used as the elements to construct vector \(v_t\):

\[
v_t = (d_t, s_t)
\]

Figure 2 compares the investment efficiency of the proposed method (solid line) with the results obtained using index investment (dotted line) and AR(1) (dashed line). Index investment and AR modeling were selected for comparison here as representative standard investment and time series analysis methods, respectively. It is seen from the figure that the proposed method shows clear profits. The fact that AR(1) also realizes some profits suggests the presence of so-called anomalies [26] in the TOPIX data, which will be discussed later (see Section 4). Nevertheless, Figure 2 indicates the clear advantage of the proposed method over the other methods.

Although the results in Figure 2 indicate an unstable correlation between the real data \(d_t\) and the estimated results \(e_t\), the selected training period \(i\) reflects the change in the investors’ behavior. The correlations calculated during the estimation process (line 11 in Algorithm 1) and shown in Figure 3, in which the X- and Y-axes are the month and length of training period \(i\) respectively, suggest this change more clearly. In the figure, the black and white shading represent regions of high and low correlation, while the solid line shows the selected training period \(i\); the diagonally aligned numerical values clearly suggest a changing investors’ behavior. Section 4.1 gives further discussion on this changing investors’ behavior.

Our simplified model representation, which uses only \(d_t\) and \(s_t\), can be displayed graphically (see Figure 4) by plotting \(d_t\) on the X-axis and \(s_t\) on the Y-axis. The dotted regions indicate where the learned model indicates the price goes down in the next month, while the other regions indicate prices going up. Although Figure 4 is only a retrofitted interpretation of the data, it can be interpreted as follows:

- When prices crash, the price in the next month will go down.
- In the adjustment phase, an increase in price will go down in the next month. A decrease in price will go up in the next month.

\(^1\)In particular, the lightgbm package in python (https://github.com/Microsoft/LightGBM/) was used in the experiments.
• Otherwise, the price will go up.

where the terms “price crash” and “adjustment phase” are defined numerically as follows:

price crash: \( d_t < -0.05 \) and \( s_t > 0.029 \)
adjustment phase: \( |d_t| < 0.05 \) and \( s_t < 0.029 \)

In the application to past TOPIX data, the accuracy of this model is about 60%. This relatively high accuracy seems to be the cause of the high return shown in Figure 2.

Note that an out-of-sample testing framework is used to produce the results shown in Figure 2; in other words, we always use past data to generate a model for predicting future prices. However, intermediate models generated in this process have always shown similar results if interpreted using this retrofitting method. Figure 5 shows the estimations produced by generated models at selected sample points. While the initial models appear to use only \( d_t \), later models give indications of refinement by \( s_t \). The boundaries 0.05 and 0.029 for \( d_t \) and \( s_t \), respectively, appear to be stable.

Other important implications can be drawn from Figure 4, including:

• It indicates a mixed distribution underlying the data. We interpret Figure 4 as follows: the data in the “adjustment phase” area are generated by different distributions from other areas. Although the GBDT can model the mixed distribution behind the data, the regularity is weak and cannot be found unless an appropriate method is used (see Section 4 for further discussion).
The linear differential equations used in conventional time-series analysis is not appropriate for these data. The regularity discussed so far requires the analysis of discrete time points, and we contend that linear differential relations are not well suited to this task. For example, the simple rule "If \( d_i < -0.05 \) and \( s_i > 0.029 \) then price will go down" cannot be simply handled by a linear differential equation. The non-time series analysis used in this paper seems to be more appropriate for handling this type of regularity.

4 Discussion

Experimental results reported above suggested three important research questions: 1) if we can apply this method to analyze long term investors’ behavior behind business cycles, and 2) why has this simple method not been previously reported, and 3) can we apply this method to other indexes? This section answers these questions through further experimental assessments.

4.1 Analysis of Investors’ Behavior

After the war began with the special demand economy in the early 1950’s, Japan was followed by a reactionary recession and repeated business cycles such as the “izanami...
economy” and the “the Global Financial Crisis.” The Cabinet Office, Government of Japan defines the business cycle by considering major economic indicators [1].

Figure 6 shows the business cycle defined by the Cabinet Office with the training period shown in Figure 2. Although the business cycle defined by the Cabinet Office directly reflects up and down movement of economic indicators, i.e., stock prices, and has an average length of 4–5 years, the training period is longer than the business cycle. This difference in the period length seems to indicate a fact that the behavior of investors does not change at every limit of the economic indicator. They seem to change their behavior after several fluctuations of economic indicators.

As shown in Figure 8 (See later), prior to 1990, the Sharpe ratio of the proposed method is worse than that of index investment. After 1990, the results are reversed, and the method used in this study outperforms index investment. Although our results, such as those shown in Figure 2, only show the existence of an anomaly after 1990, Figure 6 shows the existence of stable training periods even before 1990 where EMH does hold. This seems to show that the proposed method is effective for analyzing the investors’ behavior even in a period when the method does not have prediction ability.

The relationship between this training period and the business cycles studied by previous research, e.g.,[1, 2, 3, 4, 5], is left as future research issues.

4.2 Why this method has not been reported

To answer the second question, we checked to see if the data mining method used in this study could earn profit on past data. Figure 7 shows the results. We found that, in contradiction to the results in the previous section, the method does not work on historical TOPIX data from 1954 to 1984. Although the obtained $i$ suggests the beginning of the bubble economy of the 1980s (see the value of $i$ shown in the top of Figure 7), the proposed method does not produce a profit when using these historical data. We conjecture that this might reflect a difference between the current investors’ behavior and that of the late 20th century.

To clarify the above results, we compared the Sharpe ratio produced by the proposed method [27] from 1954 to 2016 (see Figure 8) with that produced by standard index
Figure 7: Results on Historical Data
investment over the same time period. As it is more commonly applied than correlation or accuracy, the Sharpe ratio was chosen as a representative index to evaluate the performance of investment. To calculate the Sharpe ratio at time point \( t \), we used data from time \( t \) to time \( t + 119 \), i.e., data over a 10-year window, and assumed a risk-free rate of zero:

\[
\text{Sharpe Ratio} = \frac{\overline{R} - \text{risk-free rate}}{\sigma}
\]

where

\[
\begin{align*}
    r_i &= \text{return at } i \\
    \overline{R} &= \frac{1}{120} \sum_{i=t}^{t+119} r_i \\
    \sigma &= \sqrt{\sum_{i=t}^{t+119} (r_i - \overline{R})^2} \\
    \text{risk-free rate} &= 0
\end{align*}
\]

It is seen from the results in Figure 8 that, prior to 1990, the Sharpe ratio of the proposed method is worse than that of index investment; however, after 1990, the results are reversed and the proposed method outperforms the index investment.

On the other hand, there is no major change in the representative statistical indicators over this time period. For example, Figure 9 shows the relationship between the current \( (d_t) \) and next-month \( (d_{t+1}) \) price fluctuations (X- and Y-axes, respectively), which indicates that there is no correlation between the two values even after 1986. Note that Figure 4 suggests the existence of a mixed distribution underlying the data. As correlation cannot be simply calculated for mixed-distribution data, inappropriate
results might have misled previous researchers and prevented them from noticing this change in the investors' behavior.

The mixed distribution in the historical data might have had other inhibiting effects on prior research. Figure 10 shows the return obtained using support vector regression (SVR) without the use of a GBDT. Although SVR is frequently used for regression analysis, it is not useful in the analysis of TOPIX data.

At first glance, decision tree learning results also appear to be unenlightening. Figure 11 shows the tree generated by a classification and regression tree (CART) learning system. Although the tree can be used to produce profit when used for prediction, its large number of nodes might serve to hide its more useful results.

The last hypothesis is that the factors used are too simple. Although the method to analyze data, e.g., time series analysis, is important to analyze stock prices, the factor used for the analysis is also important and various factors have been studied, e.g., [28], [29], [30], [31]. Among them, it is worth examining the relationship between the data used in the proposed method and the VIX index [29]. The VIX index is a 30-day expected volatility, i.e., standard deviation of returns, of the U.S. stock market. This causes a suspicion that the proposed method is only a reconstruction of already known methods.

In fact, the factors used in the proposed method are not new. We found 1) the advantage of a method that can handle mixed-distribution, and 2) the effect of data period tuning. As shown in Figure 12, naive use of the VIX index alone cannot make any investment strategy. The typical way of the VIX index usage is

- Sell if $\text{VIX}_{\text{max}} < \text{VIX}$

\[\text{VIX}_{\text{max}}\]

\[\text{VIX}\]

2We omit the experimental results of investment by CART because they deviate from main argument.
Figure 10: SVR Results
Figure 11: CART Decision Tree

Figure 12: Results of VIX

- Buy if $\text{VIX}_{min} > \text{VIX}$

Here, $\text{VIX}_{max}$ and $\text{VIX}_{min}$ are tuning parameters.

Figure 12 (a) shows the investment results on SPX with parameters that obtain the best return at the end of 2016. Figure 12 (c) shows the results with parameters that obtain the best return at 2012. Figure 12 (d) shows the results with parameters that obtain the best return at 2007.

Although the best parameters make profits at the end of 2016 (Fig 12 (a)), it implies that the investors have to predict the best parameter before 1990. Parameters that give the best result when SPX shows the bottom value in 2002 cannot make profit at 2016 (Fig 12 (c)). A strategy with parameters that gives the best result when SPX shows the ceiling value in 2007 is similar to index investment (Fig 12 (d)). Profit by low-risk parameters is less than that of index investment (Fig 12 (b)). The use of sophisticated parameter tuning is necessary. The handling of mixed-distribution and the effect of data period tuning were not reported so far.
4.3 Results on Other Indexes

Our last research question was whether we could apply the proposed method to other indexes. As the results shown in Figure 8 seem to suggest a change in the investors’ behavior after 1990, we applied data from 2001 onwards to the CAC, DAX, SPX, and UKX indexes, with the results shown in Figures 13, 14, 15, 16, and 17, respectively. It is seen that the proposed method earns profit on all these indexes during this time period, with Sharpe ratios that are universally higher than the corresponding index investment results. Table 1 summarizes the results. Although its overall prediction accuracy is not very high (0.52 ~ 0.6), the proposed method outperforms the conventional methods on all indexes.

In these comparisons, we used the following model:

\[ v_t = (d_t, s_t, d_{t-1}, s_{t-1}, d_{t-2}, s_{t-2}, d_{t-3}) \]

Because the GBDT approach could not earn stable profits, we selected appropriate alternatives for each index. CAC was analyzed using CART; DAX, NKY, and SPX were analyzed using K-NN; and Random Forest was used to analyze UKX. All analysis was conducted using the scikit-learn package in python.

Although we could not find a method to select an optimal learning system, K-NN and tree based-methods such as GBDT, Random Forest, and CART were found to work well in general, as such methods appear to be compatible with data containing mixed distributions. SVR, by contrast, was found to be completely unsuitable. We were unable to definitively determine why \((d_t, s_t)\) is sufficient to analyze TOPIX data while other attributes, such as \(d_{t-1}, d_{t-2}\), are required for other indexes. These differences seem to reflect underlying difference in the investors’ behavior; however, further study is required.

Note that the training periods selected for TOPIX, CAC, SPX, and UKX all seem to suggest changes in investors’ behavior, while CAC and NKY use all available data, i.e., select the longest training period. The NKY and CAC data start at 1975 and 1993, respectively, and the left-side slope of the selected training period (Figure 13) reflects the lack of CAC data prior to 1993. The NKY data from 1975 always produce 300-month training periods (Figure 15).

While the changes in the best training periods for TOPX, CAC, SPX, and UKXX suggest the importance of optimization of the training period, the unchanged best training periods for CAC and NKY are more difficult to explain; it is possible that the investors’ behavior represented by these indexes are stable or that our analysis was insufficient. Investors may change their behavior in the future, and found anomaly, i.e., the prediction ability of the proposed method, may disappear. These issues have to be studied in future work.

4.4 Other Research Issues

As shown in Table 1, the proposed method can produce profits from various market indexes after 2001. Because these indexes are related, combining one or more seems to be a promising approach to formulating investment strategies. For example, SPX and TOPIX appear to be tightly related, suggesting the usefulness of a combined SPX-TOPIX framework.
Figure 13: Results on CAC
Figure 14: Results on DAX
Figure 15: Results on NKY
Figure 16: Results on SPX
Figure 17: Results on UKX
Table 1: Sharpe Ratio of Representative Indexes

<table>
<thead>
<tr>
<th>Index</th>
<th>Period</th>
<th>Proposed Method</th>
<th>Index</th>
<th>Prop. Method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Period</td>
<td>Accuracy</td>
<td>Sharp Ratio</td>
<td>Return *</td>
</tr>
<tr>
<td>TPX</td>
<td>1986/1~</td>
<td>0.5525</td>
<td>0.1102</td>
<td>5.41%</td>
</tr>
<tr>
<td>CAC</td>
<td>2001/1~</td>
<td>0.5375</td>
<td>0.0639</td>
<td>2.99%</td>
</tr>
<tr>
<td>DAX</td>
<td>2001/1~</td>
<td>0.5234</td>
<td>0.0963</td>
<td>5.15%</td>
</tr>
<tr>
<td>NKY</td>
<td>2001/1~</td>
<td>0.5879</td>
<td>0.1960</td>
<td>8.44%</td>
</tr>
<tr>
<td>SPX</td>
<td>2001/1~</td>
<td>0.6012</td>
<td>0.1234</td>
<td>4.86%</td>
</tr>
<tr>
<td>UKX</td>
<td>2001/1~</td>
<td>0.5417</td>
<td>0.0909</td>
<td>3.30%</td>
</tr>
</tbody>
</table>

*: Annualized Return

This, however, is outside the scope of the current study, which focused on demonstrating the potential of non-time series analysis. The selection of optimal learning methods and attributes are left as future work. Here, our principal methodological findings are 1) learning methods that can handle mixed-distribution data are promising, and 2) the inter-month price fluctuation and the standard deviation of the daily stock price—both of which are non-time series data representations—are rich sources of information.

Many researchers have recently become interested in the application of deep learning methods to the analysis of stock prices [9] by using the excellent function-fitting abilities of structures such as convolutional neural networks and recurrent neural networks. Such studies have a complementary relationship to our study, as deep learners might be able to improve their analytic abilities using the attributes we have discovered. Conversely, we might be able to use deep learning methods as an improved learning framework; however, these are also issues for future research.

The final question this study raises is why it has become recently possible to make predictions using prices alone. Although we have no firm answers to this, it is possible that the advances in financial engineering in recent years have introduced a degree of regularity to the investors’ behavior, or the prediction ability found this time may disappear in the future. This should be studied through future research.

5 Conclusion

In this study, we attempted to analyze the investors’ behavior behind the business cycles by analyzing TOPIX price movements from 1954 to 2016 using simple data mining methods.

The characteristics of the data mining method used in this study are: 1) non-time-series data representation; 2) the use of methods that can handle mixed data distributions; and 3) optimization of the training period. The importance of these approaches were demonstrated from experimental results obtained from applying the proposed method to various index data, e.g., TOPIX, CAC, DAX, NKY, SPX, and UKX. The experimental results show the existence of anomaly where prices of these indexes can be predicted.

The important byproduct is the training period used to create the prediction model. This period seems to suggest the existence of a long-term investors’ behavior over the
business cycles. Although various studies have been made to clarify the mechanism behind business cycles, these studies show stable investors’ behavior over the business cycles solely on stock price information.

1) The relationship between the identified training period and the business cycles studied by previous researches, and 2) whether the prediction ability found this time will continue, are left as future research issues.
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